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o Most frequent words in individual categories
Performance of various category language models for 1994 HUB-1

e Remaining words grouped in single category Effect of n-gram length for 1994 HUB-1

e Words may belong to several categories
e Example categories:
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