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Abstract. Accurate prediction of prosodic features is onehef critical tasks
within a text-to-speech system, especially for urrdsourced languages with
complex lexical prosody. For synthesized speediat@ a natural-sounding in-
tonational contour, an adequate prosodic model ldhba employed. This
study compares the Fujisaki model and the HMM-bgsedodic modeling in
the context of text-to-speech synthesis, for twitegdistant languages with rich
prosodic systems: Sesotho, a tonal language frenBé&mtu family, and Serbi-
an, a South-Slavic language with pitch accent. fHselts of our experiments
suggest that, for both languages, the Fujisaki modgerforms the HMM-
based model in the modelling of the intonation oans of utterances of human
speech

Keywords: prosody modelling, Fujisaki model, hidden Markowdels, text-
to-speech synthesis, Sesotho language, Serbiandgag

1 I ntroduction

Accurate prosodic modelling is a crucial factooider for text-to-speech (TTS) sys-
tems to produce intelligible and natural-soundipgexh. Prosodic features include
the fundamental frequency (FO) contour, durati@yse and amplitude. Tone, on the
other hand, is a linguistic property marked by prdis features such as FO and inten-
sity. Due to the absence of prosodic marking éwhitten format, automatic prosody
generation for text-to-speech is a challenge fostmlanguages, particularly those
with more complex lexical prosody. This holds Bth tonal languages such as Se-
sotho [1], as well as pitch-accent languages suecBeabian [2]. In this paper, we
investigate and compare two tools which comprises@dy modelling and automatic
prosody generation for text-to-speech systems,catallate their efficiencies for the
two languages mentioned above. In this researcfoowes on the modelling and pre-
diction of FO, which is perceptually the most imamt element of sentence prosody.
The first method employs the Fujisaki model [3],iethis reliant on the acoustics
of the uttered speech. The Fujisaki model is aagaable and powerful model for
prosody manipulation. It has shown a remarkabiecéfeness in modelling the FO
contours and its validity has been tested for sdManguages, including tonal lan-
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guages such as Mandarin [4] and Thai [5]. The rs@tcuethod, widely used within

hidden Markov model based speech synthesis (HT®)loy's a set of trained statisti-
cal models (context-dependent HMMs), which are usepredict prosodic parame-
ters such as durations of particular phonetic sefgnand values of log FO. Both
models rely on a previously recorded speech conymes] to train the model, i.e. to set
the values of its relevant parameters.

Section 2 gives a brief background of Sesotho aerdi&n, followed by the de-
scription of the two models, the Fujisaki model di8en 3) and HTS (Section 4).
Preparation of data for the experiments and theexquent surface tone transcription
are explained in Sections 5 and 6 respectivelypeErmental results are illustrated in
Section 7 and the conclusions drawn thereof aBettion 8.

2 Background on the Sesotho and Serbian L anguages

Sesotho is a Southern Bantu tonal language spokkasotho as a national language
and in South Africa as one of the eleven officeaiduages. It has two tone levels:
high and low, of which the high tone is the actteee. Sesotho is classified as a
grammatical tone language, which means that wordslme pronounced with varying
tonal patterns depending on their particular fuorcin a sentence. In order to create
certain grammatical constructs, tonal rules may ifgathe underlying tones of the
word and thus lead to differing surface tones. tihéerlying tone, also known as the
lexical tone, is the tonal pattern of the word s$olation. The surface tone, on the
other hand, is a ‘spoken’ tone, i.e. the tone giteea word when spoken as part of a
sentence. The surface tone can be derived fromrttierlying tone using tonal rules.

Serbian is the standardized variety of the Serlmattan language, spoken in Ser-
bia as the official language, and in some othemtrtes of the Balkan peninsula as
well. Serbo-Croatian is the only Slavic languadgch uses a pitch accent, assigning
it at the level of the lexicon and using it to dintiate between word meanings or
values of morphological categories. Traditionargmars define the pitch accent of
Serbo-Croatian through four distinct accent typésch involve a rise or fall in pitch
associated with either long or short vowels, anthwiptional post-accent lengths.
However, more recent analyses ([6], [7]) have shdvat these accent types can be
interpreted as tonal sequences, i.e. reduced teesegs of high and low tones, with-
out loss of representativeness, provided that pinanéength contrast is preserved.
Thus, words can be thought of as strings of sydslibllowing tonal patterns, and the
surface tone of the utterance can be derived ftemriderlying tone using appropriate
tonal rules.

3 The Fujisaki Model

The Fujisaki model, which is formulated in the 1B domain, analyses the FO con-
tour of a natural utterance and decomposes itanset of basic components which,
together, lead to the FO contour that closely rédesnthe original. The components
are: a base frequency, a phrase component, whjthrea slower changes in the FO



contour as associated with intonation phrasesaaotde component that reflects fast-
er changes in FO associated with high tones. ®he tommands of the Fujisaki
analysis are an indicator of tones in the utterance

The method was first proposed by Fujisaki and hisvorkers in the 70s and 80s
[8] as an analytical model which describes fundaalefnequency variations in hu-
man speech. By design, it captures the essentiehamisms involved in speech pro-
duction that are responsible for prosodic structuéechief attraction of the Fujisaki
model lies in its ability to offer a physiologicalterpretation that connects FO move-
ments with the dynamics of the larynx, a viewpaiot inherent in other currently-
used intonation models which mainly aim to breakvda given FO contour into a
sequence of ‘shapes’ [9]. The Fujisaki model heenbintegrated into a German TTS
system and proved to produce high naturalness wbepared with other approaches
[10]. The inverse model, automated by Mixdorff,[8ktermines the Fujisaki parame-
ters which best model the FO contour. However rémeesentation of the FO contour
is not unique. In fact, the FO contour can be axiprated by the output of the model
with arbitrary accuracy if an arbitrary number oinamands is allowed [11]. There-
fore, there is always a trade-off between miningzthe approximation error and
obtaining a set of linguistically meaningful comrdan

Mixdorff et al. [12] and Mohasi et al. [13] foundat for Sesotho, the Fujisaki cap-
tures tone commands of positive amplitudes forhigd tones. For other tonal lan-
guages that have been investigated using this igpodansuch as Mandarin [4], Thai
[5], and Vietnamese [14], low tones are captureddmg commands of negative po-
larity. In contrast, low tones in Sesotho werenidtio be associated with the absence
of tone commands. It should be noted that, uriksotho, so far there has been no
reported research into the modelling of intonatising the Fujisaki model for Serbi-
an.

4 Hidden Markov M odel-based Speech Synthesis(HTYS)

HTS has been demonstrated to be very effectiveymthesizing speech. The main
advantage of this approach is its flexibility inaclying speaker identities, emotions,
and speaking styles. Statistical parametric spegakthesis using a hidden Markov
model (HMM) as its generative model is typicalljlled HMM-based speech synthe-
sis. In this approach, HMMs represent not onlygheneme sequences but also vari-
ous contexts of the linguistic specification. Thedels are trained on a speech cor-
pus in order to be able to predict the values ofkpdic and spectral parameters of
speech for a given text. However, since it is isgiole to prepare training data for all
conceivable linguistic contexts, a number of trasdad clustering techniques have
been proposed in order to allow HMMs to share mgadebhmeters among states in
each cluster.

The synthesis part of the system converts a gigentd be synthesized into a se-
quence of context-dependent labels. According éddbel sequence, a sentence-level
HMM is constructed by concatenating context-depahd&MMs. The duration of
each state is determined to maximise its probgtbbtsed on its state duration proba-



bility distribution. Then a sequence of speeclapwaters including spectral and exci-
tation parameters is determined so as to maxinhiseHiMM likelihood. Finally, a
speech waveform is resynthesised directly fromgieerated spectral and excitation
parameters by using a speech synthesis filteeXample, a mel-log spectral approx-
imation filter for mel-cepstral coefficients or ati-pole filter for linear-prediction-
based spectral parameter coefficients [15].

5 Data Preparation

The data used for the Sesotho corpus is basedseh @ weather forecast bulletins
obtained from the weather bureau in Lesotho, Lesdtteteorological Services
(LMS). The original data was compiled and broatéasLesotho TV. The original
audio data was not of high quality, containing édesable background noise, as well
as a large variability in speaking rate. The psignal-to-noise ratio (SNR) in par-
ticular made this data unsuitable for eventual ins€TS development. For this rea-
son, the sentences were re-recorded by the fitsbguvho is a female native speaker
of Sesotho. The recordings were performed in atcgtudio environment, at a sam-
pling rate of 48 kHz. The corpus contains 40 miautéspeech and utterances are 12
seconds long on average.

The available Serbian speech corpus contains appatdy 4 hours of speech,
recorded in a sound-proof studio and sampled &Hzl All sentences were uttered
by a single female voice talent, a professionalorahnouncer using the ekavian
standard pronunciation. General intonation in dlagabase ranged from neutral to
moderately expressive, and the effort was madeép khe speech rate approximately
constant. However, in order to avoid a considerabfference in the experiment
setup for Serbian and Sesotho, only a portion efdbrpus corresponding in size to
the entire Sesotho corpus was used for the prihegeriment involving the compar-
ison between the Fujisaki model and HMM prosodyegation for both languages.

6 Surface Tone Transcription

Various studies show that the pronunciation of 8estexical items can differ from
one syntactic context to another. Words in isotatire pronounced differently from
words in context in many languages, and therefthiere is a need to perform a sur-
face tone transcription as part of the compilatibthe corpus. The requirements for
surface tone transcription are a pronunciationiahietry, a set of tonal rules, and a
morphological analysis. The pronunciation dictignéor Sesotho is based on two
tone-marked dictionaries, that by Du Plessis efl&l] and Kriel et al. [17]. We used
Sesotho tonal rules due to Khoali [18], whose wonkSesotho tone is the most re-
cent. The sentences in the corpus were then aedotdth underlying tones from the
pronunciation dictionary, from which a surface tanenscription was deduced by
means of a morphological analysis as well as torak.

The sequence of tones for the Serbian corpus wasndeed based on the pitch
accent assigned by the system for automatic PO§ni;ad19], with tagging errors



manually corrected. Appropriate tonal rules weseduto convert the underlying ac-
cent to the surface accent (or, alternatively,dovert the underlying tone to surface
tone).

Once the surface tone transcription was compleatédth languages, the sentenc-
es were annotated at syllable levels using PragtiGFil editor [20]. FO values were
extracted using Praat at a step of 10ms and iregppdot errors. The FO tracks were
subsequently decomposed into their Fujisaki comp@napplying an automatic
method originally developed for German [21]. lalitexperiments in [13] for Sesotho
have shown that the low tones in the critical woofighe minimal pairs could be
modelled with sufficient accuracy without employinggative tone commands. Ser-
bian, as illustrated in Figure 1, also shows pesitone commands only. As a conse-
guence, only high tones were associated with tmrantands. Adopting this ra-
tionale, automatically calculated parameters weesved in the FujiParaEditor [22]
and corrected when necessary.
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Fig. 1. Sesotho (009.wav) and Serbian (0016.wav) sentahessating the Fujisaki-modelled FO con-
tours (with crosses ‘+’) and their surface toneelab The high surface tones are indicated by yhesel
‘~ while stress is indicated by *' for SerbianVertical dotted lines mark syllable boundariesheT
Sesotho sentence readddea ho tla foka o0 mahareng, ho hlaha leboeaA-moderate wind will blow
from the north.” and that for Serbian readsimov je formulisao tri zakona robotike. “Asimov formu-
lated the three laws of robotics.”



7 Experiment Results

Ten utterances from each language were selectete$ting by both models. The
resulting synthesized data were then compared @vitfinal utterances, where root
mean square error (RMSE), mean absolute error (MARY correlation coefficient

(CC) were calculated for duration and pitch. Taldle®, and 3 show the results ob-
tained from these calculations.

Table 1. Comparison between original utterances and thasatieesized by a Fujisaki model.

Duration (ms) Pitch (Hz)
Sesotho Serbian Sesothq Serbian
RMSE 0.00 0.00 9.18 14.41
MAE 0.00 0.00 6.28 8.38
CC 1.00 1.00 0.89 0.63

Table 2. Comparison between original utterances and thasthesized by a HTS system.

Duration (ms) Pitch (Hz)
Sesotho Serbian Sesothg Serbian
RMSE 35.76 22.39 23.41 16.10
MAE 28.14 17.27 18.65 12.28
CC 0.27 0.74 0.03 0.59

Table 3. Comparison between utterances resynthesized bjisakiunodel and those synthesized
by a HTS system.

Duration (ms) Pitch jHz
Sesotho Serbian Sesothq Serbian
RMSE 35.76 22.39 23.75 17.54
MAE 28.14 17.27 19.15 14.57
CC 0.27 0.74 -0.04 0.37

In Table 1, both languages show a positive highetation for both duration and
pitch, with Sesotho presenting a closer relatigmshan Serbian. Duration displays
perfect correlation of the value of 1 for the tvamdjuages, which suggests that the
duration of the utterances was not affected durasynthesis. This is also an indica-
tion that the FO extracted by the Fujisaki modetlasely similar to that of original
utterances. The RMSE and MAE values do not showvaniation for duration, and
the variation in pitch is quite small.

In the comparison between the original utteranaesd those synthesized via a
HTS system [23], given in Table 2, the values tdgmonstrate a substantial differ-
ence from those found in Table 1. CorrelationSerbian is significant for both dura-
tion and pitch, while that for Sesotho is quite law both instances, with almost no
correlation for pitch. The RMSE and MAE variatiohave increased for both lan-
guages, considerably so for duration. For pitkh,ibcrease in variation is by a small
margin for Serbian, while that for Sesotho is alttbeee times as much.



Table 3 compares the two tools and the scoreqattare the same as in Table 2
for duration. For pitch, the increase in variati@iues is small in comparison to val-
ues obtained in Table 2. However, correlationdegeased for both languages, with
Sesotho showing a negative correlation.

In general, the Fujisaki model has a more accur@tenodelling capability than
HTS. Although the Fujisaki model performed beftar Sesotho, HTS showed a sig-
nificantly higher performance for Serbian. Thisdige to the fact that Serbian had
more data available for training in HTS, whereatadar Sesotho did not meet the
minimum requirements.

8 Conclusion

In this paper we have explored and compared then&@elling capabilities of the
Fujisaki model and HTS for two distant languagessdtho and Serbian. Accurate FO
(prosody) modelling is crucial for a natural-sounglitext-to-speech system. The
results obtained show the Fujisaki model to be nag@irate than HTS. The prosod-
ic-modelling accuracy of the HTS system can be owed by training more data,
preferably more than 4 hours of speech. This isneut step, especially for the Seso-
tho language.
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