Interactive Image Exploration for Visually Impaired Readers using Audio-augmented Touch Gestures
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Abstract—Technologies such as text to speech and hardware braille displays provide alternative representations of electronic text. As a result, electronic documents provide increased accessibility to print-disabled users. However, non-textual graphical information in electronic documents remain largely inaccessible to the blind population. In this study, we explore audio-visual sensory substitution as a means of rendering graphical information present in electronic documents to blind users. To achieve this, we have extended the audio rendering approach used by the well-established vOICe algorithm to allow interactive and localised exploration of an image by means of gestures and the touch screen of a standard commercially-available tablet. The effectiveness of our approach was evaluated in a set of user trials that required six sighted and six blind subjects to identify elements of scenes consisting of a number of geometrical shapes and emoticons. Our results show that both groups of subjects were more successful at identifying shapes using the interactive algorithm than with the baseline vOICe algorithm to a highly statistically significant degree. Furthermore, the results indicate that this improvement is greatest for the most complex scenes. We conclude that, by introducing an interactive touch interface, the vOICe algorithm can be successfully extended to allow interactive exploration and interpretation of diagrams, thereby improving accessibility to material such as scientific publications.

Index Terms—Sensory substitution, vOICe algorithm, blindness, visual impairment, accessibility, diagrams.

I. INTRODUCTION

Since the widespread adoption of electronic document formats, such as the Portable Document Format (PDF), printed material has become much more accessible to blind and visually-impaired users. This is because the text in such electronic documents can be read by screen readers incorporating text-to-speech or braille functionality [1], [2]. However, non-textual graphical content, such as diagrams, graphs and equations, remain inaccessible, since their structure is usually not encoded into the electronic document. Although standards exist for adding descriptions to graphical material (referred to as alt text), these are often not adhered to. Furthermore, textual descriptions may not be sufficient when a graphical representation is integral to the document, for example a geographical map or the specific shape of a signal. For this reason much technical writing, including contemporary published scientific research, remains largely inaccessible to the blind and visually impaired community.

Sensory substitution is the use of one sense to interpret information normally received by another. An example is the use of vibration to convey auditory information, which can be understood by people who are deaf or hard of hearing [3]. Sensory substitution is also used to convey sensory perceptions that are remote from the user, such as when performing robotic surgery [4].

We explore the possibility of using sensory substitution to allow blind or visually-impaired users to access graphical content encountered in an electronic document. Our approach is to render the graphical content as audio. To achieve this, we extend the well-established vOICe algorithm, which renders an image as a sequence of tone chords. The standard implementation of the vOICe algorithm was designed to render an image in its entirety. However, more targeted exploration is necessary for understanding complex images like scientific diagrams and graphs. To this end we incorporate gestures and a touch screen to allow flexible and interactive exploration of the rendered scene. This allows an image that is too complex to be interpreted at once to be systematically explored.

II. BACKGROUND

Blind users are able to access electronic documents using software screen readers. Current accessibility standards require that graphical information be described in text, which can be read by screen readers or displayed in braille. An example is alt text that can be added to image elements on the world wide web, as described in the Web Content Accessibility Guidelines [5]. These descriptions are traditionally added manually, although recently pattern approaches have been used to generate some descriptions automatically [6], [7]. Textual descriptions of graphical content can also be deduced from the accessibility APIs of some software packages, such as a description of charts in Microsoft Excel [8]. However, a textual description on its own is often insufficient for describing graphical content where the representation is integral to understanding the content. An example is a depiction in which spatial relations are important, such as a geographical map or a floor plan. Graphical depictions are also often used to visualise large amounts of data in a succinct way, in which
case a detailed description of the diagram would negate the advantage of the representation.

A number of systems have been proposed to allow users to explore diagrams by separating the content into logical components. The Technical Drawings Understanding for the Blind (TeDUB) system allows users to explore circuit diagrams, Unified Modeling Language (UML) models, and architectural models by navigating through a tree structure containing a hierarchical view of the diagram's structure [9]. An extension to Scalable Vector Graphics (SVG) vector-based image formats, in which logical tags are added to diagram components, is described in [10]. This system uses text to speech to convey a component’s general overview, type and shape, and haptic feedback to convey a component’s location within the image.

Component-based exploration systems like the ones described above require an image to be interpreted and tagged before it can be explored. This interpretation can be achieved automatically, as is the case with the TeDUB system, or by manual tagging. However, automatic tagging is usually domain specific, and requires an extension to the program for each new diagram element, or class of diagrams. The TDUB system, for example, can only interpret circuit diagrams, UML diagrams, and architectural plans. In order for blind people to access diagrams without manual preparation or domain-specific automatic tagging, a method providing direct access to the geometric composition of the diagram is required.

Specialised hardware devices have been developed to render graphical information in a form accessible to blind users. For example, the Iveo system by View Plus embosses SVG graphics onto Braille paper. When the resulting tactile diagram is placed on top of a touch pad, it offers a combined speech and tactile rendering of the diagram with the aid of specialised software [11] [12]. The Tactisplay Table device by Tactisplay Corp also produces a tactile rendering of a rasterised image by means of a specially-designed multiline electronic braille display [13].

Limitations of hardware-based approaches like those described above include that they are costly and are not easily portable. In this study, we focus specifically on the use of audio to convey graphical information that cannot be represented by conventional screen readers. Audio has the advantage of not requiring specialised hardware, and thus being much more cost effective and accessible for blind users. Specifically, our algorithm is implemented on a consumer mobile tablet device.

The literature describes a few attempts to utilise a touch screen for audio-visual sensory substitution. Klatzky et al compared three approaches to touch-screen assisted diagram reading, namely vibration output, sound output, and a combination of the two [14]. In the first case, vibration is used to signal when a line is touched by the user’s finger on the touch-screen. A specific vibration pattern is used to indicate the point where two lines meet. When using sound output, a sound is played when a line is touched, with stereo panning indicating the horizontal position of the finger on the screen and pitch the vertical position. A different sound is used to denote an intersection of lines.

The study finds the main limitation of vibration output to be that the source of the stimulation is not well coordinated with the location being explored. The vibration is produced at a central point not spatially linked to the touch location, and thus cannot convey location or direction. This leads to the loss of contact with traced lines and other elements, as the user does not have advance warning of an approaching turning point or edge.

Klatzky et al also noted an increase in effectiveness when the focus, that is, the part of the image being rendered, is controllable by the user. One motivation for the research we describe in the following is the belief that more effective exploration of a displayed image can be achieved by allowing a greater degree of user interaction.

### III. THE VOICE

One of the first implementations of audio-visual sensory substitution was the Optophone, as described by Fournier D’Albe [15]. This electronic device divided the light reflected from a vertical slice of the input image into discrete segments. Moving from bottom to top, each segment was mapped to an increasingly higher frequency. This range of frequencies was then sonified with the help of a selenium photosensor. In this way a chord was emitted for each vertical slice, where bright parts are sonified at a frequency corresponding to the vertical position while dark parts are silent. Users were expected to read letters by listening for the missing frequencies.

Almost 80 years later, a method similar to that employed by the Optophone was encoded as a computer algorithm by Meijer [16]. This led to the software implementation known as the vOICe. Like the optophone, the vOICe produces a chord of frequencies for each column of the input image. Therefore, each frequency in the produced chord corresponds to a specific pixel in the current column, where the vertical height of the pixel determines the frequency (higher positions correspond to higher frequencies), and the brightness corresponds to loudness. By scanning the image from left to right, the chords are played in sequence, with a click denoting the end of the image. In later versions of the vOICe, the chords were played from left to right in the stereo field, such that the left most column of the image produces a sound most to the left and the right most column a sound most to the right [17].

### IV. PROPOSED ALGORITHM

We extend the vOICe, as described in the previous section, by taking particular advantage of a touch screen to allow interactive image exploration. We have considered specifically the challenges of visualising line drawings, as may be present in published technical material. When using the vOICe, the user hears a rendition of the entire image, and it is not possible to directly control what is rendered. This makes it difficult to explore details of the image, such as the connections in a flow chart or the evolution of a graph. While more recent versions of the vOICe do allow the user to define the area being rendered by indicating the upper-left and lower-right
corners on the touch screen, this feature was designed to focus the rendition of an everyday scene and is not appropriate for document reading. In particular, it is ill-suited to the tracing of lines or the finding of edges, as the scanning process results in a slow exploration.

It should be borne in mind that the vOICe was intended as a continuous vision substitution algorithm, for use when exploring the physical environment with a live camera. In such a situation, large details are important, and can be quickly identified when the camera view is scanned from left to right. In addition, the changing camera view as the user moves or alters their body posture serves as a natural way of exploring the environment. In contrast, when reading a diagram, the view is not expected to change. Instead, the user is expected to carefully explore various areas of the image interactively.

We extend the algorithm by allowing it to be controlled using two simple gestures. This allows the user to interactively explore details of the image. When one finger is placed on the screen, the system selects a short vertical segment of the image located directly under the user’s finger. This segment is then rendered as a chord using the vOICe algorithm. This allows precise local exploration of the image. When two fingers are placed on the screen, the segment along the line connecting these two locations is sonified as a chord. The upper and lower frequencies are determined by the vertical locations of the upper and lower finger respectively. Using this gesture, the user can control both the length of the segment (by moving the fingers closer together or further apart) and the orientation of the segment (by rotating the fingers). This allows line segments with arbitrary orientation to be located because, in contrast to the vOICe which uses fixed start and end points for the scanning path, these can now be arbitrarily and interactively defined. The algorithm is implemented on a conventional tablet computer, making it cost effective.

V. EXPERIMENTAL EVALUATION

To evaluate the interactive algorithm, six blind and six sighted subjects were recruited and asked to identify a sequence of images presented to them as audio on a tablet computer. These images ranged from single simple geometric shapes to more complex compositions. Both the vOICe and the interactive algorithm were used to render the images. The objective was to determine whether the additional functionality offered by the interactive algorithm is in fact beneficial to the user. It was decided not to blindfold the sighted subjects during the test, since neither algorithm renders to the screen. The screen is used only as an input device.

A. Test images

The test comprises five stages. The first three concern the identification of simple shapes (Figure 1) while the last two involve the identification of emoticons (Figure 2). The simple shapes in question are squares, circles, ovals (horizontal and vertical), rectangles (horizontal and vertical), and triangles in four orientations. The emoticons are a smiley face, a sad face, a skew-mouthed face, and a face with a winking right eye.

The five stages of the experimental evaluation are presented in Table I.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Description</th>
<th>vOICe</th>
<th>Interactive</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Two simple shapes are rendered</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Three simple shapes are rendered</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>Four simple shapes are rendered</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>A single emoticon is rendered</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Four emoticons are rendered</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>15</td>
<td>15</td>
<td>30</td>
</tr>
</tbody>
</table>

TABLE I THE STAGES OF THE EXPERIMENTAL EVALUATION, SHOWING THE NUMBER OF TEST IMAGES PRESENTED USING THE vOICe AND INTERACTIVE ALGORITHMS RESPECTIVELY.

For each stage of testing, a number of images are synthesised. Each test image is paired with either the vOICe or the gesture-enabled algorithm, resulting in a sequence of image-algorithm pairs. The same image was never rendered by both algorithms to avoid possible sequential bias in the test. Users are required to listen to the image as rendered by the algorithm, after which a menu containing a list of shapes is presented. Users must then identify all shapes that they recognise in the image using this menu.

A shape can only be selected once, even if it appears more than once in the image. This decision was taken as a
compromise between the duration of the testing procedure, and the number of data points that can be collected. In preliminary tests, where users were required to provide more detailed descriptions of the rendered images, the duration of the test procedure proved too long for most test candidates. In its current form, the test procedure takes most subjects about an hour and a half to complete.

The shapes for Stages 1 through 3 were generated algorithmically and written to the rendering buffer. These shapes were outlined but not filled. The emoticons for Stages 4 and 5 were pre-rendered using Tikz, and consisted of filled circles for the eyes, a filled triangle for the nose, and a narrow filled ellipse for the mouth. The mouth was either curved or angled to produce the possible mouth shapes, while one eye was narrowed horizontally to produce the winking face.

B. Test procedure

The test was managed by software that renders the test images using one of the two described algorithms. After rendering each image, the system presents a menu containing the names of graphical objects that might be present in the image. Using this menu, the test subject must identify the components present in the image. Each component can be selected only once, even if the image contains several instances of this component. This was done to keep the testing procedure simple. Initial informal experimentation with more detailed test responses resulted in a procedure that was impractically long.

The test management software produces a log of each test subject’s session indicating the selections made, the correct answer, as well as additional data such as the time elapsed since the shape was rendered, and in the case of the interactive algorithm, the gestures used to explore the image.

To perform the test, the user is presented with a tablet computer, a pair of headphones, and a wireless keyboard. The software that manages the test runs on the tablet computer. All messages are presented as synthesised speech.

The test process consists of the following steps.

1) The program introduces itself to the test subject.
2) The test subject is informed of the stage of testing (for example, identify shapes, identify emoticons, etc).
3) From a set of predetermined possible image and algorithm pairs, an image is selected and rendered with one of the two algorithms. In the case of the interactive algorithm, the subject is invited to explore the image in more detail by using the touch screen. In the case of the vOICe, the scene is rendered.
4) A menu listing the possible components that may be present in the image is presented to the test subject. The menu also contains an option to listen to the image again, and to continue to the next question. The subject can move through the menu using the up and down cursor keys. The subject was required to identify the components present in the rendered image, but not their individual locations. This was done to reduce the complexity of taking the test. Earlier, informal experimentation requiring more detailed feedback was found to lead to an excessively long test and fatigue among the test subjects.
5) The algorithm, along with the correct answer, the subject’s answer, the number of times the image was explored, and the duration of each attempt is recorded to a log file.
6) Items 2 through 5 are repeated for each algorithm, stage of testing and configuration of test images. Stages are selected in sequence, and algorithms and images are selected from a randomised set of image and algorithm pairs.

All subjects were given between 60 and 90 minutes of individual training before taking the test. During this training, subjects were required to practice recognising lines and simple shapes from the corresponding sound patterns produced by the vOICe. Subjects were also taught to use the gestures offered by the interactive algorithm. Finally, test subjects were familiarised with the shapes that occur in the test, as well as the emoticons. This was important since most blind participants had never encountered these emoticons before. The test was started when a user declared him/herself confident in using the two algorithms. All test subjects are shown the same test images and each test image is always rendered using the same algorithm.

C. Test subjects

Evaluations were performed with 12 test subjects (six male and six female) between the ages of 20 and 45. Hence each of the images described in Table I was considered by 12 subjects, leading to a total of 360 responses, 180 for the vOICe and 180 for the interactive algorithm respectively. Half of the subjects were legally blind while the remainder were sighted.

One of the blind subjects was from a scientific background, while another was employed as an assistive technology specialist. The remaining four had no scientific or engineering background. In contrast, all six of the sighted subjects were from a scientific background.

VI. Results

The blind subjects reported that they found the menu system easy to operate and use, as it was similar to TTS-based menus used by other assistive interfaces. All subjects, both sighted and blind, understood within a short time how the vOICe based image-to-sound mapping worked. Most subjects were also able to use the interactive algorithm within a few minutes of introduction, although confident use took some time.

Table II lists the results for each stage as attained by blind subjects, sighted subjects, and both groups combined. The table shows that, overall, the vOICe algorithm resulted in 13% correct responses, while the interactive algorithm resulted in 48% correct responses.

Figure 3 summarises the percentage correct responses per stage in the test. Note that the analysis presented in this figure is based on least squares means and hence deviates slightly
from the results in Table II. The figure clearly shows that the interactive algorithm exhibits higher accuracy during all five stages of testing, but that this improvement is particularly large in Stage 5 (the identification of multiple emoticons). This is an encouraging result, since the composition of four emoticons in a single image can be considered to be the most complex among the images in the test.

In our testing procedure, an answer was considered correct when the user correctly identified all components in the rendered image. If the user identified a component that was not present, or failed to recognise any of the components correctly, the answer was regarded as incorrect. This means that the table above represents only answers for which an image was perfectly described. We decided on this approach in an attempt to reduce the cognitive load on the subjects, since the duration of the test was already more than an hour in most cases. Due to this test structure, it was however not possible to unambiguously determine which shapes were most often confused.

VII. Discussion

As shown by the table in the previous section, both the blind and sighted groups performed better when interpreting the rendition of graphical information using the interactive algorithm, compared with the rendition produced by the vOICe. This was confirmed significant ($p < 0.01$) using both a Chi-squared and a Fisher exact test with Rao-Scott adjustment to account for each subject contributing more than one response. This significance holds both overall as well as when considering blind and sighted subjects separately and suggests that the touch screen gestures provide a clear additional benefit when reading complex shapes.

During training, a number of blind subjects reported to experience occasional difficulty in interpreting the sound produced by the interactive algorithm. It was observed that these subjects were inadvertently rotating their fingers into a slightly diagonal position, while believing them to be vertically aligned. Since the interactive algorithm renders the pixels on the line between the two fingers continuously as the fingers are moved across the screen, such diagonal placement leads to a vertical line being rendered as a rising or falling pitch. Reminding subjects to pay careful attention to the alignment of their fingers usually improved the situation. Nevertheless, this aspect of tactile exploration on a touch screen by blind users merits further consideration.

Table II also reveals that the blind subjects were better than the sighted subjects at interpreting the renditions produced by the vOICe, in which exploration gestures were not allowed. Although both groups did better when using the interactive algorithm than when using the vOICe, the sighted users achieved higher scores with the interactive algorithm overall.

There are two possible explanations for this. First, the sighted subjects might have had an advantage since they could see their fingers move on the touch screen and thereby avoid, for example, the inadvertent rotation described above. Second, the sighted subjects might simply be more practised in interpreting two-dimensional visual information. For example, during the tests it was noticed that a number of the blind users had to be familiarised with the concept and shape of an emoticon since they had not encountered it before. This seems to support the second hypothesis. However, if the only advantage enjoyed by the sighted subjects was their much greater familiarity with the interpretation of two-dimensional shapes, one would expect them also to do better when recognising renditions produced by the vOICe. Therefore, we suspect that the sighted subjects benefited also from their ability to follow their fingers when using the interactive algorithm. Sighted users were able to more effectively visualise shapes by combining accurate knowledge of their finger positions with their familiarity of the rendered shapes. In fact, two sighted users did report that they were able to visualise the shapes as

<table>
<thead>
<tr>
<th>Stage</th>
<th>vOICe</th>
<th>Interactive</th>
<th>vOICe</th>
<th>Interactive</th>
<th>vOICe</th>
<th>Interactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>16.7</td>
<td>0.0</td>
<td>33.3</td>
<td>0.0</td>
<td>25.0</td>
</tr>
<tr>
<td>2</td>
<td>5.6</td>
<td>22.2</td>
<td>5.6</td>
<td>44.4</td>
<td>5.6</td>
<td>33.3</td>
</tr>
<tr>
<td>3</td>
<td>22.2</td>
<td>16.7</td>
<td>0.0</td>
<td>38.9</td>
<td>11.1</td>
<td>27.8</td>
</tr>
<tr>
<td>4</td>
<td>66.7</td>
<td>83.3</td>
<td>50.0</td>
<td>91.7</td>
<td>58.3</td>
<td>87.5</td>
</tr>
<tr>
<td>5</td>
<td>10.0</td>
<td>53.3</td>
<td>0.0</td>
<td>70.0</td>
<td>5.0</td>
<td>61.7</td>
</tr>
<tr>
<td>Total</td>
<td>17.8</td>
<td>38.9</td>
<td>7.8</td>
<td>56.7</td>
<td>12.8</td>
<td>47.8</td>
</tr>
</tbody>
</table>

| Average time (s) | 62.0 | 159.4 | 66.6 | 141.8 | 64.3 | 130.6 |

| TABLE II |

Percentage correct identifications and average response times per testing stage and algorithm type (vOICe and interactive).
if they had appeared in front of them. This was not reported by any of the blind subjects.

It should also be borne in mind that most of the sighted subjects were from a scientific background (five had completed an undergraduate degree in science, while the sixth was enrolled in an engineering degree). In contrast, the blind subjects were mostly from a humanities background, with the exception of one who has a masters degree in computer science. Although not shown in the table of results, the blind subject from the computer science background attained a score of 10 for the interactive algorithm, which was similar to the scores achieved by the sighted group. It is therefore also possible that the scientific background of the sighted subjects allowed them to infer the shapes more easily. However, this scientific knowledge did not seem to aid them in interpreting the renditions produced by the vOICe.

Feedback provided by the subjects indicated that the users had most difficulty differentiating between the circle and ovals, the square and rectangles, as well as the smiley and winking face. The confusion between the smiley and winking face is understandable, since the two shapes are very similar, differing only in the right eye, which is narrower on the winking face. The confusion between the circle and ovals, as well as between the square and rectangles, may be explained by the fact that the overall soundscapes produced in both cases are similar to each other, differing only in the width of the frequency spectrum, as well as the duration in time. For example, both a square and rectangle consists of a click, followed by two simultaneous tones (one higher than the other), followed by another click. The difference lies in the duration between the first and final click, as well as the difference between the frequencies of the two tones.

VIII. CONCLUSIONS AND FUTURE WORK

In this study we have considered audio-visual sensory substitution as an aid for rendering diagrams to blind users. We have extended the audio rendering approach used by the well-established vOICe algorithm to allow interactive and localised exploration of an image by means of gestures and a touch screen. The effectiveness of our approach was evaluated by means of a set of user trials with six sighted and six blind subjects to identify the elements of scenes consisting of a number of geometrical shapes and emoticons. We found that both groups of subjects were more successful at identifying shapes using the interactive algorithm than with the baseline vOICe algorithm.

An aspect that will receive attention in our ongoing work is the observed occasional tendency of blind users to misjudge the vertical alignment of their fingers when applying the gestures. Specifically, if the user believes two fingers to be vertically aligned while they are not, the audio scene can be misinterpreted. Another aspect that we are devoting attention to is the rendering as speech of any textual elements embedded in the diagram, such as the labels on a graph. Such elements can be identified in a PDF when the diagram is rendered as vector graphics, and would further aid the interpretation of such figures in scientific material.
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